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 دهیچک 

 

  ستمیس  دهیچی عملکرد پ نیو همچن  یبر معمار ی که هوش مصنوع  یو تحولگرانه ا  قیعم رات یمقاله جامع به تأث نیا

پردازد.   یشوند، م  ی م دهینام C2  یها ستم یکند، که معمولاً به عنوان س  ی اعمال م یو کنترل نظام   یفرمانده یها

  شرفتهیپ یانسان متمرکز هستند به چارچوبها یر یگ م ی که عمدتا حول تصم یسنت  ی ها می با گذار مداوم از پارادا

نوآورانه مانند   میمفاه یشوند، ظهور قابل توجه ی م ت یتقو ی توسط هوش مصنوع  یکه به طور قابل توجه  یتر

  یرخ داده است. ورود هوش مصنوع تم«یبر الگور ی روزافزون »جنگ مبتن عیو مفهوم شا  «ی ریگ  میدر تصم ی »برتر

  یاز داده ها، شتاب چرخه ها ی ادیحجم ز ع یپردازش سر یی از جمله توانا یفراوان یها ت یها قابل ستم یس  نیدر ا

حال،   نیدهد؛ با ا ی را م یمنابع ضرور  نه یبه ص ی( و تخصOUDAو اقدام )   یر یگ می تصم  ،یر یمشاهده، جهت گ

را به   ی قابل توجه  کیو استراتژ ی قانون ، یاخلاق یامدهایپ نیهمچن ی کیتکنولوژ شرفتیپ ن یمهم است که ا اریبس

  «ی»کنترل معنادار انسان  یبر مفهوم محور  یمقاله علم نیا ی گرفت. تمرکز اصل دهی توان ناد  یهمراه دارد که نم

  ت«،یمختلف، مانند »شکاف مسئول  یموثر به چالش ها ی دگیرس  ی برا ک یاستراتژ کردیرو کی است که به عنوان 

  شنهادیپ ی الملل نیمرتبط با حقوق بشر دوستانه ب یاس اصول اس  یاحتمال ف یو تضع هایریدرگ د یخطر تشد  شیافزا

نبرد مستلزم توسعه   یها ط ی مح یدگ یچیمعنادار در پ یکنترل   نیبه چن ی ابیاست که دست نیشده است. فرض بر ا

رود و در   یمتعارف فراتر م   «یساده مانند »حلقه انسان  ی است که از استعاره ها هیچند لا ده یچیپ یچارچوب ها

  یم  هی و نظارت موثر تک تیری از مد  نانیاطم یبرا  ف«یوظا  میبر اصل »تقس یمبتن قیو دق ق یدق  یاعوض بر مدل ه

 کنند.

 

  تم، یبر الگور ی معنادار، جنگ مبتن  یو کنترل، کنترل انسان  یفرمانده یهاسامانه  ،یهوش مصنوع :یدیکلمات کل

 .ی ثبات راهبرد  ت،یخودگردان، شکاف مسئول یحاتیتسل  یهاسامانه  ، یاخلاق نظام
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 مقدمه . ۱

 

قابل توجه    یکیتکنولوژ یشرفتهایبه طور مداوم در کنار پ ی و کنترل نظام یفرمانده یستمهایو توسعه س  شرفتیپ

  یفناور   وعیاست و از عصر مشخص شده با استفاده از تلگراف تا دوره معاصر که با ش  افتهیتکامل   خیدر طول تار

  یاساس  رییتغ  کی لحظه، ما در آستانه  نیهم در است.  افته یشده است، گسترش  فیتعر  یشبکه ا  تال یجیارتباطات د

شدن به   لیکه اکنون در حال تبد   ،یهوش مصنوع ری: ادغام گسترده و فراگمیعرصه قرار دار نیدر ا ی ادیو تحول بن

بر هوش  یو کنترل مبتن  یاست و اغلب به عنوان »فرمانده ی و کنترل نظام  یفرمانده ی ها ستمیس  ن یا یهسته اصل

  اتیو نوآورانه در حوزه عمل د ی کاملاً جد  ی ها تیادغام قابل توجه منجر به ظهور قابل نی شود. ا ی م ده ینام « یمصنوع

  یکه به طور سنت یشناخت  یها ت یفراتر از محدود  یریگ   میتصم یندهایفرآ ع یتسر یی شود، مانند توانا یم  ینظام

پردازش و   ق یاز طر یبه طور قابل توجه تیموقع یآگاه شیشود، افزا یانسان اعمال م یذهن  یها  ییتوسط توانا

در   ی اتیو کارآمد منابع ح ایپو ع یتوز لیداده متنوع و تسه  یها ی از ورود ی گسترده ا ف یط لیو تحل  ه یتجز

است؛   یک یو تاکت ی فن یها شرفتیفراتر از پ یاساس  راتییتغ  نیا یامدهای. پیو چند بعد  ده یچیجنگ پ یدانهایم

کشند و سوالات   ی موجود را به چالش م یفلسف  ی ها دگاهیدهند، د  یم  رییرا تغ کیآنها اساساً چشم انداز استراتژ

  ی کامل آموزه ها یو بازنگر یبررس  یضرور  جه ی کنند و در نت ی جنگ مطرح م تیرا در مورد ماه ی انتقاد یاخلاق

  مالحاکم بر اع ی اخلاق یو چارچوب ها  یر یگ  میتصم ند یدر فرا  یقضاوت انسان یمدت، نقش اساس  ی طولان ینظام

 کنند.  ی م د یتأک  یجنگ  یوهایخشونت خودکار در سنار

و   ینظارت انسان نیتعادل ب افتن یاشاره کرده، بر  2۰1۷در سال    نگزیطور که کامامروز، همان  یعلم یهابحث

انسان و   ستیهمز یمانند »مدل سنتاور« )همکار یبی ترک یهاکه در مدل   یتمرکز دارند؛ تعادل  ینیاستقلال ماش 

ها را  دولت  انیم  یتحولات، ثبات راهبرد نی. اکند ی م دا یکاملاً خودگردان نمود پ یهاسامانه تیجذاب ای( نیماش 

  کی و احتمال  ، یتمیالگور تیمسئول  د،یتشد  یهاسک یر تی ریدر مورد مد  ی اتیح یو سؤالات دهند ی قرار م ر یتحت تأث

ها و الزامات  ها، چالشفرصت قیدق  ی بررس  ن،ی. بنابراکنند ی مطرح م یبر هوش مصنوع  یمبتن  ی حاتیمسابقه تسل

و   هاست یاستراتژ گذاران،استیس  یبرا یفور  ی بلکه ضرورت ،یبحث نظر  کینه فقط  رات،ییتغ نیا ی راهبرد

  ن یرا تضم ندهیجنگ آ تی مسلحانه، و ماه یهای ر یدر درگ  یاخلاق  یاستانداردها ،یمل  ت یپژوهشگران است تا امن

 .کنند 
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 قیتحق  نهیشی و پ اتیمرور ادب .2 

 

 و کنترل  یفرمانده یهاسامانه یخ یتکامل تار .۲.۱ 

 

تکامل   نیهستند. ا های فناور  ریاما مداوم تحت تأث  یجیتدر ند یفرآ ک ی جه ی و کنترل، نت  یمدرن فرمانده یهاسامانه

 :کرد  میتقس یبه چهار دوره اصل  توانی را م

 

رو   یدارهاید  هیدوران، ارتباطات بر پا  نی(: در استمیاز قرن ب شی)پ ی مراتبمتمرکز و سلسله  یفرمانده دوره اول: -

متمرکز و کند   اریبس یپرچم( استوار بود. ساختار فرمانده ایساده )مانند دود  یبصر  یهاگنالیو س  هاک یدر رو، پ

  یهادان یدر م روهایکنترل ن ، یارتباط یهات یقرار داشت. محدود رشد کاملاً در دست فرماندهان ا ی ریگم یبود و تصم

 .کرد ی را دشوار م عیوس 

   

  جادیدر ارتباطات ا  یو تلفن، انقلاب و ی(: اختراع تلگراف، رادستم ی)قرن ب یی و تمرکززدا ک یعصر الکترون دوره دوم: -

  ی نسب ییتمرکززدا ها،ی فناور ن یدر فواصل دور را فراهم آورد. ا ی به زمان واقع کیکرد و امکان تبادل اطلاعات نزد

دوم و جنگ سرد،   یتر واگذار کرد. جنگ جهانکوچک  یرا به واحدها اراتیرا ممکن ساخت و اخت ی ریگم یدر تصم

 .مجهز شدند   هی اول ی وترهایو کامپ دهیچیبا رادار، ارتباطات پ یکه مراکز فرمانده  ییدوره بودند، جا ن یاوج ا

 

و   تال یجید یهاقدرتمند، شبکه  یهاانه یبا ظهور را(: 1۹۹۰عصر اطلاعات و تمرکز بر شبکه )از دهه  دوره سوم: -

مراتب، بر  سلسله ی مدل، به جا نیمحور« شکل گرفت. در ا»جنگ شبکه   میپارادا شرفته، یپ یحسگرها

  یبه »برتر  یابیشد. هدف، دست  د ی( تأکیعال یهمه سطوح )از سربازان تا فرمانده انیاطلاعات م ی افق یگذاراشتراک

 .دادی م شی را افزا ییمشترک« بود که سرعت، انعطاف و کارا یاتیعمل ری »تصو  قیاز طر «یاطلاعات

 

که با ادغام   م، یموج هست نی )اکنون(: ما اکنون در آستانه چهارم  یو خودگردان  یعصر هوش مصنوع دوره چهارم: -

ها نه تنها اطلاعات را به اشتراک  . سامانه شودی ها مشخص مدر سامانه   نیماش  یری ادگیو   یهوش مصنوع قیعم

  «، یمحور به »هوش  « یمحورگذار از »شبکه   نی. اکنند یم  یریگم ی تصم ی و حت ینیبشیپ ل، یبلکه تحل گذارند،ی م
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دوره با   ن یاست. ا «ی ریگمی تصم ی و به دنبال »برتر کند ی م ل یانسان تبد  یشناخت کی را به عنوان شر هاتم یالگور

 .در اخلاق، حقوق و راهبرد روبرو است یاتازه  یهاچالش

 

 به عنوان محرک تحول  یهوش مصنوع  .۲.۲ 

و کنترل را دگرگون   یفرمانده یهاسامانه یهاچندمنظوره، همه جنبه  یفناور  ک یبه عنوان  ،ی مصنوع هوش 

 :قابل مشاهده است  ریز یهاه یدر لا رات ییتغ نی. اکند ی م

 

  ری )مانند تصاو افتهیرساختیو غ افتهیساخت یهاداده  ، یهوش مصنوع یهاتم یالگور داده و اطلاعات: هیلا .۱

  نی. اکنند ی ( را با سرعت و دقت بالا پردازش و ادغام م ی و اطلاعات عموم ی دانیم یها شنودها، گزارش  ،یاماهواره 

 .آوردی جامع فراهم م یتیموقع  ی آگاه ی برا یاه یکار، پا

 

را   نده یآ ی دادهایپنهان را کشف، رو یالگوها ن،یماش   یر یادگی یهاک یبا تکن :ی نیبش یو پ لیتحل هیلا .۲

»مه جنگ« را به طور   ت،یقابل نی. اکند ی م یسازه یرا شب  وها ینقاط ضعف( و سنار ای)مانند حرکت دشمن  ینیبشیپ

 .کند ی کم م یریچشمگ 

 

 دهد ی ارائه م  یو راهبرد  یکی تاکت یهاه ی توص ی سطح، هوش مصنوع نیترشرفته یدر پ و اجرا: یریگم یتصم هیلا .۳

امر، چرخه   نی(. ایبریدفاع سا ای ی پهپاد یها)مانند کنترل گروه  کند ی را خودکار اجرا م ماتیتصم  یبرخ ی و حت

 .کند ی م  نیرا تضم ی ریگمی تصم  یتر و برتر اُودا را کوتاه 

 معنادار: از مفهوم تا کاربرد  یکنترل انسان .۲.۳ 

در    ژهیدر جنگ است، به و  ونیاتوماس  یو حقوق   یاخلاق یهای به نگران یمعنادار« پاسخ ی»کنترل انسان مفهوم 

ها سامانه  نیا تیممنوع  یبرا  کیپلماتیمفهوم ابتدا در مذاکرات د  نیخودگردان کشنده. ا ی حاتیتسل یهاسامانه

 .د یگرد  لیتبد  یعلم یبه بحث اصل مطرح شد و

 :دارد ی د یمعنادار دو بعد کل یکنترل انسان  ،ینظر  دگاه ید از

 



۷ 

 

 کند ی م  نیکه تضم یو قانون یسازمان ط یآن، و مح نیسامانه، قوان  یکل  یطراح :یراهبرد/ یستمیکنترل س .۱

 .داشته باشد   یهمخوان یانسان یهاسامانه با اهداف و ارزش 

 

 .اتیعمل ی و مداخله در عملکرد سامانه ط  ینیبش یدرک، پ ی برا یاپراتور انسان ییتوانا: یات یعمل/ یکنترل رابط .۲

 

از حد بر   ش یاست که ب نی حلقه، خارج از حلقه( ا ی )انسان در حلقه، رو «ی»حلقه انسان ی سنت یهابه مدل انتقاد

نبرد پراسترس،   دانی. در ممانند ی غافل م یستمیکنترل س   یدگیچیتمرکز دارند و از پ  یالحظه  یاتیکنترل عمل

  م یبر »تقس د یجد  کردیرو ن،ی شود. بنابرا ناممکن یانسان یخستگ  ایسرعت بالا  ل یممکن است به دل یاتیکنترل عمل

انسان،   ی و قضاوت اخلاق تیرا بر اساس نقاط قوت هر کدام )خلاق  نیاستوار است، که نقش انسان و ماش  ف«یوظا

 .کند ی م فی ( تعرنیسرعت و دقت ماش 

 

 قیتحق ت یمسئله و اهم انیب .۳ 

و   شدهت یتقو یهامحور به چارچوبانسان ی کردهایاز رو ،یو کنترل با هوش مصنوع یفرمانده یهاسامانه تحول 

ادغام   ق یاز طر ر ییتغ نی. اکند ی م  فیرا بازتعر ینظام  یر یگم یتصم ت یفیسرعت و ک ت،یخودگردان، ماه

و هدفش بهبود سرعت،   شودی م  حققخودگردان م یو عملکردها نانهیبش یپ ل یتحل ن،یماش  یر یادگی یهاتم یالگور

تحول در   نیا تی. جذابدهینام  تم«یبر الگور یکه جانسون آن را »جنگ مبتن  یادهیاست؛ پد  یریپذ اس یدقت و مق

  ی فلسف ، یحقوق ، یاخلاق یهانهفته است، اما چالش د یشد   ی رقابت یهاط یدر مح « یریگم ی تصم ی به »برتر یابیدست

 .کند ی م  جادیا ی قیعم ی و راهبرد

  روین کننده تیرا به عنوان تقو  ی هوش مصنوع ان،یکرده است. حام ی مختلف بررس  ی ایتضاد را از زوا نیا ات،یادب

جنگ   ه یبر نظر ه ی. منتقدان، با تکسازدی که »مه جنگ« را کاهش و چرخه اُودا را کارآمدتر م کنند ی م ی معرف

کشنده به   یهامیتصم  ض یکه تفو  ییاج دهند؛ی هشدار م ت« یبه »شکاف مسئول ،یعادلانه و فلسفه فناور 

(  اطیتناسب و احت ز،یو اصول حقوق بشردوستانه )مانند تما ف یانسان را تضع ی اخلاق تی عامل رشفاف،یغ یهاتم یالگور

»انسان در حلقه« و مدل »سنتاور« منجر شده است.   یهاسامانه  ان یم ی بحث به دوقطب نی. اکند ی م د یرا تهد 

ناخواسته و خشونت   د یو آن را عامل تشد   کنند ی را نقد م ک ی سرعت اتومات( 2۰22) ولسمانند بود و ه یپژوهشگران

 .سازدی برجسته م  یتمیمعنادار را در عصر شتاب الگور یکه ضرورت کنترل انسان دانند،ی م یساختار
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  رانیمانند ا  ییدر کشورها  یمل  یهان یدکتر  نیتدو یبرا  ،یگذاراستیاست: از منظر س  ی چندبعد  قیتحق نیا تیاهم

و تناسب را    زینقش انسان را حفظ و اصول تما ، یاخلاق دگاهیاست؛ از د یو نامتقارن ضرور  یبریسا داتیبا تهد 

مانند   یجهان یهاسک یو ر رسد ی م یعمل یهاب به چارچو ینظر  یهااز مدل  ، یجامعه علم یو برا   کند؛ی م نیتضم

  دهد،ی م ش یرا افزا  ییکارا تم ی بر الگور یمسائل، جنگ مبتن ن ی. بدون توجه به ادهد یرا کاهش م  ی حاتیمسابقه تسل

 .کند یرا فدا م  تیاما عدالت و انسان

 

 قیتحق یهااهداف و پرسش  .۴ 

کنترل   ی برا یچارچوب شنهادی و کنترل و پ  یفرمانده یهابر سامانه  یهوش مصنوع ریمند تأثنظام  ی : بررس یهدف کل

   .معنادار یانسان

   :یاهداف فرع 

   .ی نظام ی ریگمیدر تصم  یهوش مصنوع نیآفرتحول  یهافرصت ییشناسا -

   .ینیماش  یخودگردان  یو راهبرد  ی حقوق  ، یاخلاق یهاچالش  لیتحل -

   .یحفظ نقش انسان ی برا فیوظا  میبر تقس یمبتن  قیدق یهامدل شنهادیپ -

 

 

   :قیتحق یهاپرسش 

   د؟ینمای م جاد یا ی ریگمیتصم  یبرتر  ی برا ییهاو چه فرصت کند ی م  ع یچگونه چرخه اُودا را تسر یهوش مصنوع .1

و چگونه بر حقوق بشردوستانه   ست یخودگردان چ یحاتیتسل یهادر سامانه  ت« ی»شکاف مسئول  یاصل یهاچالش .2

   گذارد؟ی م ر یتأث

   کدامند؟ ی هوش مصنوع ی حاتیو رقابت تسل د یتشد  یهاسک یحفظ ثبات در برابر ر ی برا ی الزامات راهبرد .3

   کرد؟  ی طراح قیدق یهامدل  هیمعنادار بر پا ی کنترل انسان یبرا  هیچندلا ی چگونه چارچوب .4

 

 

 



۹ 

 

 ق یتحق  یشناسروش  .۵ 

 

ها از منابع معتبر  دارد. داده  ه یگسترده تک یاو کتابخانه  ی اسناد ی است و بر بررس  ی فی توص-ی لیپژوهش تحل نیا

و منابع   (Ethics and Information Technology و ژورنال RAND  ،SIPRI یهامانند گزارش ) یالمللنیب

محتوا استفاده شده و   لیالگوها، از تحل ییساشنا یاند. براشده  ی( گردآور ی)مانند فصلنامه مطالعات راهبرد  یفارس 

 هات یبه کار رفته است. محدود (triangulation) منابع  بیبر ترک یمبتن  ی فی ک کردیها، روچالش ی ابیارز یبرا

روش،   ن ی. اشودی جبران م  ی نظر یهااست که با تمرکز بر جنبه  یمحرمانه نظام یهابه داده  یشامل عدم دسترس 

 .سازدی را ممکن م ی مل یهااستیبه س  میتعم

 

 ها ها و چالش : فرصت هاافته ی لیتحل .6 

 

 و کنترل  یدر فرمانده یهوش مصنوع نیآفرتحول  یهافرصت .۶-۱ 

 

  یاز داده ها، به طور موثر چرخه اودا را متحول م یمیحجم عظ دهیچ یپردازش گسترده و پ قیاز طر ،ی هوش مصنوع

  یها تم یشود، در آن الگور ده ی« نامSuper Eudasتواند به عنوان »   یکند که م یم  لیتبد   یز یکند و آن را به چ

  اتیعمل نه ی هستند. به عنوان مثال، در زم ه یاز ثان یدر کسر  دهیچ یپ یالگوها و روندها ییقادر به شناسا  شرفتهیپ

مختلف،   ی حاصل از سنسورها یداده ها کپارچه ی لیو تحل ه یبا ادغام و تجز یهوش مصنوع یشبکه محور، اجرا 

  جهیدهد و در نت ی م شیافزا  ی را به طور قابل توجه تیاز موقع ی آگاه ،یاجتماع ی رسانه ها ی ماهواره ها و شبکه ها

  یفرصت ها نیکند. ا  ی م ط یدر مح  ی زمان واقع راتییو پاسخگو به تغ ایپو یمنابع را به طور قابل توجه ع یتوز

  یم  فایقابل توجه در هوش ا  ی برتر نیدر تضم  ینقش مهم ، یچند بعد  ی نبردها یها ی دگیچیدر پ  ژهیظهور، به و

  یاست را کاهش م ط که اغلب با »مه جنگ« مرتب ری فراگ ی ها تیکه به طور همزمان عدم قطع ی کنند، در حال

  ت یتقو یرا برا  لیپتانس یدفاع  یها ستم یدر س   شرفتهیپ  ی فناور نیا ک یکاربرد استراتژ ران، یدهند. در بستر خاص ا

 دارد.  یمل  تیامن شیافزا جه یو در نت  یبازدارندگ یها تیقابل
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 و حقوق بشردوستانه  تی : شکاف مسئولیو حقوق   یاخلاق یهاچالش  .۶-۲ 

 

به طور موثر آژانس   نهایدهد که ماش  یرخ م  ی شود، که زمان یشناخته م  ت« یکه به عنوان »شکاف مسئول یا دهیپد 

به سرعت در   ی کیاست که ما در چشم انداز تکنولوژ ییچالش ها نیاز مهمتر یکیرا از انسان غصب کنند،  یاخلاق

  یکاملاً ممکن است که اصول اساس   ،یالمللنی. در چارچوب حقوق بشردوستانه ب میحال تکامل خود با آن روبرو هست

و    فیظر یهات یدر موقع  یدر اعمال قضاوت اخلاق هاتم یالگور ی ذات  یناتوان ل یو تناسب ممکن است به دل زیتما

گسترده نشان داده است که   قاتی . تحقنجامد ی به خطر ب ند،یآی بوجود م یر یدرگ یوهای که اغلب در سنار  یادهیچیپ

  ی ا نده یتوسعه دهندگان و اپراتورها به طور فزا نیب تیمسئول   نییخودمختار، تع یحاتیتسل  یها ستم یدر قلمرو س 

که اغلب   یتیشود، وضع یم  یر یگ  م یتصم ی ندهاینقش انسان در فرا یکاهش قابل توجه  جهیشود و در نت ی مبهم م

شکاف   نیپر کردن ا لیپتانس ینکنترل معنادار انسا جادیکه ا  یشود. در حال ی م دهی شدن نام یرانسانیبه عنوان غ

ها را در   نیمربوط به انسان و ماش  ی دارد که به وضوح نقش ها ق یدق  یبه توسعه مدل ها ازیناراحت کننده را دارد، ن 

  یینها ی اهداف تا اجرا ه ی اول ییاز شناسا زی کند، که شامل همه چ  یم  فیتعر یری مراحل مختلف چرخه هدفگ 

 است. یر یدرگ ایپو تیو پاسخگو با ماه د ییملموس، قابل تأ  ی است، همه به روش  یاقدامات نظام

 

 ی حات یثبات و رقابت تسل ها، ی ر یدرگ دی: تشدیراهبرد  یهاچالش  .۶-۳ 

 

  لیپتانس یو کنترل به طور قابل توجه  یفرمانده یها ستم یس  دهیچیپ یدر چارچوب ها ی ادغام هوش مصنوع

عمل   یتوانند مستقل از نظارت انسان ی ها م تم یالگور زیسرعت شگفت انگ  رایکند، ز یم  ت یناخواسته را تقو د یتشد 

تواند عواقب   ی دهد که م ش یافزا ترلکن رقابلیغ کیسطح استراتژ ک یتعارض محدود را به   کی  جهیکنند و در نت

به   کی ثبات استراتژ ی برا یجد  ید یتهد  ی بر هوش مصنوع  ی مبتن  حاتیتسل رامون یداشته باشد. رقابت پ ی گسترده ا

آنها است که ممکن است احساس کنند مجبور به   یو دشمنان منطقه ا  یبزرگ جهان ی قدرت ها ان یدر م ژه یو

مسابقه    نیثبات کند. ا یرا ب کی تیتواند چشم انداز ژئوپل ی هستند که م ه وقف ی ب یحاتیمسابقه تسل ک یشرکت در 

  یتهاجم  یتبند ی اولو یها ستمیس  جاد یتواند به طور بالقوه منجر به ا یم  یدر قلمرو هوش مصنوع   یبرتر  یبرا د یشد 

معنادار    یپلماس ید ی برا یهر فرصت جه یدهند و در نت  ی م ت یاولو ک یپلماتید ی را بر گفتگوها ینظام  یشود که آمادگ 

چشم انداز در   نیدر ا تیبرد. به منظور حفظ حس ثبات و امن  ی م ن یبحران موثر را از ب تیریمد  ی ها یو استراتژ 

و    می شفاف را حفظ کن یارتباط  ی کانال ها  م،یکن  جادی ا یقو  ی الملل نیاست که معاهدات ب ی حال تکامل، ضرور

 . میتوسعه ده ی نظام یهوش مصنوع یها  یاز فن آور  ولانه و مسئ  یمشترک را در مورد استفاده اخلاق یهنجارها
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 یشنهادیبحث و ارائه چارچوب پ  .۷ 

 

  نانیهستند تا اطم یناکاف تیدر نها  «یمتعارف معروف به »حلقه انسان یدهد که مدلها  ینشان م ق یتحق جینتا

متعدد در آن نقش دارند،    ی رهایکه متغ  ایو پو دهیچینبرد پ یها نه ی در زم یحاصل شود که کنترل معنادار انسان

  ی داشته باشند، در حال ی لحظه ا ا ی یفور  ی ها خلهاز حد بر مدا شیب  د یدارند تاک لیمدل ها تما  نیهستند. ا یناکاف

شده و آموزش   ن ییتع نیقوان ، یادیبن  یمانند طراح یستمیعناصر کنترل س  تیتوانند اهم ی که به طور همزمان نم

  ن یموجود در ا ی ضعف ذات ن یرفع و غلبه مؤثر بر ا  یموثر را مورد توجه قرار دهند. برا اتیعمل ی برا ازیجامع مورد ن

مکمل   یشود نقش ها ی است، که موجب م یکاملاً ضرور  ف« یوظا  می»تقس  کردیاتخاذ رو ، یسنت یهاچارچوب 

در هر    د یبا -که به سرعت و دقت خود مشهور هستند  -ها   نیو ماش   -  یو استدلال اخلاق  تیقادر به خلاق -انسان 

و   ف یداده تا مجوز هر نوع خشونت به وضوح تعر ی جمع آور ه یکه از مراحل اول   ،یر یگ  میتصم ند یمرحله از فرآ

 مشخص شوند.  

  وستهیپهمبه  ه یمعنادار است که شامل سه لا یکنترل انسان ی برا ق یو دق  هیمدل چندلا ک ی ،یشنهادیپ چارچوب

 :شودی م

 

  هی )تا حد ممکن(، تعب ریپذ حی توض ی و استقرار؛ شامل هوش مصنوع ی تمرکز بر طراح :ی راهبرد/ یستمیس هیلا .۱

خودگردان، و   یهاسامانه  یبرا هات یمأمور قیدق فی (، تعری)اخلاق از طراح ی در طراح ی اخلاق یهاارزش 

 .روشن یحقوق  یهاچارچوب

 

ارائه اطلاعات   ی برا یشهود  ی کاربر یهاشامل رابط   ات؛یعمل نیتمرکز بر تعامل ح: یات یعمل/ یرابط هیلا .۲

را    یاز حد که قضاوت انسان شی ب یاز بار اطلاعات ی ریو جلوگ  ،ی د یدر مراحل کل ی مداخله واقع تیموقع، حفظ قابلبه 

 .کند ی مختل م 

 

 یهات یدرک محدود یشامل آموزش مستمر اپراتورها برا  ؛یتمرکز بر بستر انسان : یآموزش/ یسازمان هیلا .۳

 .یدر فرمانده  یاخلاق تیفرهنگ مسئول  تیها، و تقونقش  یبرا د یجد  یهان یسامانه، توسعه دکتر
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  کند ی م  لیسامانه تبد  اتیچرخه ح ی ذات  یژگیرا به و یچارچوب، با فراتر رفتن از استعاره »حلقه«، کنترل انسان نیا

  کیبخش با  نی. )ادهد ی ناخواسته و نقض حقوق بشردوستانه را کاهش م د یتشد  ت،ی شکاف مسئول یهاسک یو ر

 است.( یسازی قابل غن هیلاسه  یمفهوم  اگرامید
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 شنهادات ی و پ یریگجه ینت .۸ 

 

وعده بهبود قابل   یهوش مصنوع ی استفاده از فناور قیو کنترل از طر یفرمانده  یها ستم یس  یتکامل و ارتقا

است؛   ی ری گ م یتصم ی در حوزه برتر  نیو همچن ی نظام اتیعمل ی دقت در اجرا شیو افزا  ییسرعت پاسخگو ،یتوجه

تواند به طور ناخواسته   یم   ییها شرفتیپ نیو نظارت مناسب، چن  تیریکه بدون مد   میحال، لازم است بدان نیبا ا

. مفهوم  اندازدیرا به خطر ب کی کند و ثبات استراتژ   فیکند، حقوق بشر دوستانه را تضع ف ی را تضع یاخلاق  یارزش ها

  ی ها در فناور شرفتیپ نیکه ا ی شمار یب ی به چالش ها ی اتیو ح یپاسخ اساس  ک یبه عنوان  یکنترل معنادار انسان

  یها ی دگیچیپ شیمایاست که پ نیشناخت ا یاتیح تیبر اهم ر یمطالعات اخ جیاست. نتا ه کند، برجست ی م جادیا

است   یا  هیو چند لا  قیدق یساده »حلقه« است و خواستار اتخاذ چارچوبها ی جنگ مدرن مستلزم خروج از مدل ها

شفاف   ی به روش  اه نیو ماش   یانسان یشود که نقش اپراتورها  ی م ن یشده تضم فیواضح و تعر ف یوظا م یکه بر تقس

و   استگذارانیس  ی شده برا یطرح جامع طراح ک یشده است به عنوان  شنهادیکه پ یشود. چارچوب یم  انیو مکمل ب

  یو دفاع  ینظام اتیدر عمل ی هوش مصنوع ی کند و به آنها در ادغام مسئولانه و اخلاق ی توسعه دهندگان عمل م

 کند.  ی کمک م

 

   :شنهاداتیپ

معنادار در   یبر کنترل انسان د یبا تأک ی هوش مصنوع  تیاخلاق و امن ی مل ی سند راهبرد نیتدو :یسطح مل -

   .ینظام یکاربردها

  م یتقس یهاآزمون مدل  ی نبرد برا  ی وهایو سنار یعمل  یهایسازه یها به شبپژوهش  تیهدا :یقاتیسطح تحق -

   .هاچارچوب  ی و اثربخش فیوظا

آور در کنترل  هنجارها و معاهدات الزام یو مشارکت در مذاکرات برا   یفناور  یپلماس ید  تی: تقویالمللن یسطح ب -

 .ثبات ت یو تقو  یحات یخودگردان، به منظور کاهش مسابقه تسل حاتیتسل
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۱۶۴(۷) ،۲۶-۳۶   . 
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  یندها یدر فرآ ی: ادغام هوش مصنوع ینظام یریگم یتصم   یساز(. مدرن۱۴۰۴. آلن، گ. س. )۱۵

 (.   نی* )آنلا ینظام یارتش. *بررس یریگم یتصم 

  تی مدل مسئول یمسلحانه: به سو یهای ریخودگردان در درگ ی(. هوش مصنوع۱۴۰۳. کروتوف، ر. )۱۶

 .   doi:10.1007/s43681-024-00512-8*. ی. *اخلاق هوش مصنوعیفرمانده

 *.   بری. *وبلاگ لینظام  یهوش مصنوع  یهات یقابل یحقوق  یهای (. بررس۱۴۰۴) بری. مؤسسه ل۱۷

و کنترل   یفرمانده یهادر سامانه ی(. هوش مصنوع ۱۴۰۴) (C2COE)و کنترل   یفرمانده ی. مرکز تعال۱۸

 *.  C2COE. *انتشارات ریاخ یهاشرفت ی: مقدمه و پینظام

۱۹ .TDHJ (۱۴۰۴ تأث .)وبلاگ  ینظام یریگم یبر تصم  یهوش مصنوع ری* .TDHJ  .* 

۲۰ .CIP (۱۴۰۴چالش .)انتشارات یانسان تی مسئول یبرا ینظام یهوش مصنوع  یها* .CIP  .* 

۲۱ .RAND (۱۴۰۴انقلاب هوش مصنوع .)ی*کاغذ کار ؟یدر امور نظام ی RAND* WRA4004-1   . 

کنترل و ارتباطات  ، ی در فرمانده ی(. هوش مصنوع ۱۴۰۴) (CNAS) یمل  تی . مرکز مطالعات امن۲۲

 *.  CNAS. *انتشارات یاهسته

کنترل و ارتباطات   ، یو فرمانده ی(. هوش مصنوع ۱۴۰۴) (FAS) ییکایدانشمندان آمر ونی . فدراس۲۳

 *.  FAS. *انتشارات یاهسته

 

 


